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1. Introduction
The advancing digitalization and automation significantly 

shape the industry, especially the automotive and its supplier 

industry. In this dynamic environment the collaboration of 

di�e rent companies from di�erent sectors, including archi-

tects, structural engineers, engineers, plant designers, and 

automation technicians has become increasingly important. 

In addition, these sectors face the challenge of processing 

extensive specification sheets and requirement catalogues, 

which o�en contain several thousand pages in di�erent for-

mats such as PDF, Word, and CSV. Furthermore, these docu-

ments are o�en redundant or contradictory. Besides, the 

requirements vary from project to project, further complica-

ting the search and extraction processes. Studies have shown 

that these professional groups spend more than 20% of their 

time searching for information from e-mails or other inter-

nal sources [1]. Within the research project CoLab4 DigiTwin 

(Grant number: 13IK013F), which aims to enable interdisci-

plinary collaboration through a Digital Twin, this problem will 

be addressed. With the help of smart services, it should be 

possible in the future to save personnel resources and process 

unstructured data. Automated support can be a valuable addi-

tion to automotive plant engineering, but it can also be bene-

ficial in other sectors. For instance, artificial intelligence (AI) can 

be used to extract specific information from a large amount of 

unstructured or structured data. This allows for more e�icient 

use of time, directing it towards the processes that require 

skilled workers and mitigating the impact of their shortage.

In this context, pre-trained Large Language Models (LLMs) 

[2] o�er a promising solution. These AI models are designed 

to understand natural language and recognize complex re-

lationships. If the data is present LLMs can be trained to ful-

fill several tasks, including question answering. Thus, LLMs 

can assist engineers and planners by providing in-domain 
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knowledge in natural language. This opens new possibilities 

for more e�icient work processes and better resource utili-

zation, particularly in the field of automation technology.

However, the integration of LLMs into the field of automa-

tion technology raises various research questions and chal-

lenges [3]. For example, the development and/or training 

of specific models for handling technical knowledge is re-

quired to ensure precise extraction of relevant information. 

Here vast amount of training data must be available and 

pre-processed before it can be used for training an LLM. 

Moreover, mechanisms for ensuring data integrity and 

security must be implemented to minimize potential risks 

associated with the use of sensitive corporate data. Addi-

tionally, optimizing question answering processes of LLM 

systems is crucial to ensuring high accuracy and reliability of 

extraction results while reducing the need for manual verifi-

cation. Recent developments have introduced the so-called 

retrieval- augmented generation (RAG) approach (Figure 1) 

[4]. RAG enables the use of data from external sources, 

thereby simplifying data management and decreasing the 

potential for security risks when training LLMs with sensitive 

data or using other third-party LLMs like the GPT series from 

OpenAI. These aspects are the focus of current scientific in-

vestigations and developments in the field of AI-supported 

data processing in the automotive and supplier industry.

Overall, the use of LLMs o�ers promising perspectives for 

enhancing e�iciency and optimizing work processes within 

the automotive and supplier industry. Through the intelli-

gent processing of unstructured data, engineers and plan-

ners can access relevant information more quickly and make 

informed decisions. Current research activities focus on 

maximizing the potential of LLMs while addressing poten-

tial challenges to successfully integrate this technology into 

industrial applications. This not only o�ers the opportunity 

to significantly reduce the e�ort involved in information ret-

rieval but also contributes to increasing the competitiveness 

and innovation capability of companies in the auto motive 

and supplier industry.

2. State-of-the-Art
Tasks requiring the gathering or access of knowledge and 

information from documentation, manuals etc., i.e. in-

volving knowledge management, have a significant time 

loss due to non-productive queries. According to a McK-

insey study, employees use an average of 1.8 hours daily 

for searching and gathering information [1]. This equates 

to approximately one-fi�h of employees being non-pro-

ductive, engaged solely in information retrieval rather 

than focusing on productive tasks. Additionally, an IDC re-

port indicates that employees spend about 2.5 hours per 

day, or 30% of their workday, on similar tasks [5]. The time 

investment in information searches highlights a critical 

point for improvements within organizations, particularly 

within sectors like manufacturing where e�icient informa-

tion access and management are directly tied to productivity 

and operational e�icacy.

Generative AI is a promising and rapidly evolving approach 

that has already demonstrated its enormous potential in 

recent years. It can address the challenges associated with 

information search and gathering, which are crucial activi-

ties during the daily work. Especially, in sectors such as 

acade mia, engineering and communications, AI is already 

seen as a valuable tool for increasing work productivity by 

not only searching for information but also for writing re-

ports and other text-heavy tasks. A recent review summa-

rized the potentials in di�erent areas, such as agriculture, 

healthcare, communication, and business management. 

Usually, the AI is used as a chatbot agent, where a user is 

able to communicate in natural language with the AI agent 

by asking relevant questions [6].

The backbone of such chatbots is most commonly a LLM, 

which themselves are based on the transformer architec-

ture of neural networks. LLMs are advanced AI systems 

trained on extensive text corpora to generate, understand, 

and inter act with human language. These models leverage 

deep learning techniques, particularly transformer architec-

tures, to process and produce text in a contextually relevant 

manner. LLMs are instrumental in a variety of applications, 

ranging from natural language processing tasks to complex 

decision-making processes in diverse fields [7], [8].

The transformer architecture was first introduced by Vaswani 

et al.  in the paper “Attention is All You Need” [2]. The inno-

vation of the transformer is the self-attention mechanism 

that allows the model to weigh the significance of di�erent 

words in a sentence, irrespective of their positional distance 

from each other. This feature enables the model to capture 

complex syntactic and semantic dependencies more e�ec-

tively than previous architectures that relied on recurrent 

layers [9].

The architecture of transformers is composed of an enco-

der and/or a decoder. The encoder processes the input text 

by generating representations for both the content and 

context of the input sequence. Then, the decoder predicts 

the output sequence, guided by the encoder’s output and 

previous decoder outputs. This design allows for significantly 

paralle lized processing, which decreases training times and 

enables the handling of long data sequences more e�iciently 

than earlier models.

Figure 1: A simplified architecture for a retrieval-based system. Docu-

ments can be stored in a vector database and then used by a LLM to create 

answers to a query.
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Models, such as the Generative Pre-trained Transformer 

(GPT) series by OpenAI [10], are built on this architecture. 

These models are pre-trained on a diverse corpus using un-

supervised learning techniques to generate a model that 

can then be fine-tuned for a variety of specific tasks. The 

ability of GPT models to generate coherent and contextually 

relevant text has made them highly e�ective across a range 

of applications, including automated text completion and 

question answering (QA) systems. The GPT models from 

OpenAI have demonstrated remarkable performance im-

provements, underscoring the impact of the transformer 

architecture on the field of natural language processing.

However, the use of systems like ChatGPT raises concerns 

about both ethical implications and data security. For in-

stance, when such systems incorporate a reinforcement 

system, the system can use the user’s interactions with 

the chatbot to improve its own performance. This means 

that personal information might get built into the model’s 

weights, which is o�en not desired for sensitive information. 

In this context, local open-source models represent a good 

alternative, as they can be tailored to specific domains and 

deployed in an encapsulated environment, preventing the 

leakage of sensitive information to third parties. However, 

the process of fine-tuning these models locally can be a very 

expensive task, requiring significant computational resources 

and large amount of training data. 

Most recent practice use a RAG architecture for LLM-based 

smart document search, where the task is mostly question- 

answering on domain-specific knowledge. The advantage of 

such a system is, that the LLM which is used serves as a con-

versation agent to make retrieved information more acces-

sible by the user. Although, RAG has its weaknesses, e.g., the 

limitation of the number of input tokens and the accuracy of 

the similarity search, the RAG architecture is quite attractive, 

because of the simple implementation and the out-of-the-

box usage of LLMs without sharing sensitive data.

In a RAG system, the LLM in use gets access to external 

knowledge, usually stored in a vector database, to get infor-

mation that the LLM has not been trained on. This is partic-

ularly useful and beneficial when dealing with unstructured 

data in an ever-changing industrial environment, because 

instead training the LLM onto new up-to-date data, it is su�i-

cient to store the new data into a connected database or up-

date the old database. Furthermore, it addresses two of the 

most challenging aspects of LLMs: the data security issue 

and the need for vast amounts of data and computational 

resources to fine-tune models.

In industrial settings, RAG systems can be particularly e�ec-

tive in searching through and making sense of vast amounts 

of unstructured data. For example, in the manufacturing 

sector, such systems can be used to quickly search through 

maintenance logs, operational manuals, and incident re-

ports to provide troubleshooting support or operational 

insights. By querying the RAG system, engineers and tech-

nicians can obtain synthesized information that directly 

addresses their specific queries, thus speeding up deci-

sion-making and improving operational e�iciency.

The latest research is using LLMs and, especially RAG sys-

tems in manufactural use-cases. For example, Freire et al. 

have tested a RAG system to deliver information from stan-

dard work instructions and machine manuals [11]. The 

research showed the superiority of the GPT-4 model over 

several other models. The user study noted the system’s 

potential to modernize factory operations and accelerate 

tasks, although concerns were expressed about safety, 

efficiency, and comparisons to human experts.

Makatura et al. [12] investigated the application of LLMs in 

design and manufacturing, noting their potential to trans-

form product development processes. The study addresses 

the integration challenges of balancing creativity with pre-

cise verification and outlines methods to reduce LLM limita-

tions, such as user guidance and external APIs. Additionally, 

it explores workflow integration strategies and discusses 

ethical risks like job displacement and data security, pro-

posing mitigation measures. The authors call for further 

research to fully harness LLM capabilities in this sector.

Also, Bornea et al. [13] introduced Telco-RAG, a novel RAG 

framework tailored for processing 3GPP telecommunica-

tions standards and enhancing LLM applications in telecom 

scenarios. The study emphasizes on possible performance 

improvements. They can be achieved through optimizations 

of chunk sizes, embedding models, indexing strategies, and 

query structuring. These refinements have proven e�ec-

tive in addressing common challenges in constructing RAG 

pipelines for technical domains. The Telco-RAG framework, 

made publicly available, is expected to significantly advance 

the integration of AI within the telecommunications sector.

3. Methology/Conception and Results
This study aims to develop and evaluate a pipeline for a 

docu ment QA- system based on the RAG architecture in 

Python. A key aspect of the study is the use of open-source 

tools and models for all steps in a multilingual setting, 

focusing on German language. No fine-tuning or larger 

computational clusters are required. The solution runs on 

a single NVIDIA Tesla V100 with 16 GB VRAM. The pipeline 

consists of several steps: data extraction, preprocessing, text 

chunking, embedding generation, data retrieval and LLM 

response generation.

3.1 Architecture

In the following section, the individual steps will be ex-

plained in further detail. The detailed architecture is shown 

in Figure 2.

The data corpus consisted of 48 PDF documents of which 

23 documents (47.92 %) consist of two to six pages and 25 

docu ments (52.08 %) consist of 20 to 44 pages. The docu-

ments included unstructured text, images, and tables. The 

use of PDF documents was justified by two main reasons: 

1. Most of the provided data in the project consists of PDF 

documents and 2. the PDFLoader of Langchain provides the 

most meta-data during text splitting (such as page number 

etc.). In addition, PDF files are very common in all domains 

and other text-based document types can usually be con-

verted into PDF files without any information loss.

Data extraction is done via Langchain [14], an open-source 

tool designed for extracting and structuring text data from 
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documents. Langchain is highly versatile and can be used on 

a wide range of document types, including PDF files, Word 

files, HTML etc. For this study, we stick with the PDFLoader 

of Langchain which is specialized in loading the embedded 

text from PDF files with additional metadata such as docu-

ment name, page number etc.   

Data Preprocessing is conducted via di�erent natural lan-

guage processing methods. First, we normalized the extrac-

ted text using Normalization Form Compatibility Composi-

tion (NFKC) to avoid any issues with Unicode. The Natural 

Language Toolkit (NLTK) was used to tokenize the text into 

sentences for further preprocessing. Various augmentations 

are then applied to the sentences, including the removal of 

redundant characters, the correction of split words across 

newlines etc., mostly making use of regular expressions. 

This method results in a clean and formatted raw text, which 

is essential for correct embedding.

Text chunking is the process of splitting the text into further 

smaller units, or “chunks”, to enhance e�iciency in storage 

and retrieval in and from a vector database. This process is 

crucial for handling larger documents, which, if handed over 

in their entirety to an LLM, would exceed the maximum to-

ken input limit of LLMs. For example, the current State- of-

the-Art maximum number of input tokens is at 8192 

tokens for ChatGPT (GPT 4.0), which translates to roughly 

6150 words. In theory, the concept of chunking will im-

prove the retrieval process later by making it retrieve 

more relevant passages from a document to a certain 

query and making the retrieval process more precise by 

pinpointing to smaller chunks of information and more 

efficient by lowering the computational cost and by par-

allelization of the retrieval. Langchain was used for text 

chunking and the text was split by a chunk size of 500 with 

an overlap of 100.

Embedding text is used to capture the semantic meaning of 

a sentence or text in general. This is achieved by converting 

each chunk into a vector, using an embeddings model. In 

this study, the sentence-transformers/distiluse-base-multi-

lingual-cased-v1 [15] embeddings model from Hugging Face 

[16] is used to convert each chunk into its vector represen-

tation which takes the semantics of sentences into account. 

This embedding model was chosen, because of its ability 

to create valid embedding vectors for German texts. These 

vectors are crucial as they will be used during the retriev-

al process. During the similarity search on the vector da-

tabase, the calculated distance of the two vectors in the 

vector space determines the proximity of a query and a 

chunk in real space, i.e., how the degree of relation of the 

two texts. The embeddings are then indexed with their 

metadata in a Facebook AI Similarity Search (FAISS) [17] 

vector database. This indexing is structured to allow for 

efficient searching, using algorithms and data structures 

optimized for high- dimensional vector spaces (e.g., KD-

trees, Ball-trees, or approximate nearest neighbor (ANN) 

search techniques).

Retrieval is the process during inference in which the RAG 

system hands relevant context to the LLM. This allows the 

knowledge to be accessed as an external information source 

without the need to train it in the LLM parameters. Here, the 

query of the user is transformed with the same embedding 

model as before into a vector. Then, a similarity search is 

carried out, where the distance between the query vector 

and all other vectors in the vector database is calculated. 

The vector in the vector database with the lowest distance 

to the query vector is then extracted, transformed back to 

text form, and written inside the query prompt.

LLM answer generation is carried out a�er the original query 

prompt is altered with the context provided by the similarity 

search. In our case, we handed over the three chunks of con-

text with the highest similarity, i.e., the lowest distance to 

the query. Pre-testing revealed that the number of retrieved 

chunks has a high impact on the performance of the RAG 

pipeline and three chunks has shown to be a sweet spot for 

the number of documents which was used in this study. For 

Figure 2: Detailed architecture of the QA-system developed in this study.
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example, if too less chunks are provided, the model may 

miss important information. On the other hand, if too many 

chunks are provided, the model may get confused and starts 

to merge non-relevant information. 

We tested four di�erent open-source LLM from Hugging 

Face, which were already pre-trained on German language, 

namely TheBloke/llama-2-13B-German-Assistant-v2-GPTQ 

(Llama 2) [18], DRXD1000/Phoenix-GPTQ (Phoenix) [19], 

TheBloke/em_german_leo_mistral-GPTQ (Leo) [20] and 

TheBloke/SauerkrautLM-13B-v1-GPTQ (Sauerkraut) [21]. 

3.2 Evaluation

The performance of the four di�erent LLMs was assessed 

through human-evaluated metrics — readability, clarity, 

and accuracy — in relation to the context provided by the 

text chunks. Here, we manually prepared 120 questions and 

(refe rence) answer pairs. The questions were prompted into 

the pipeline and then evaluated, taking the retrieved con-

text and the reference answer into account. Additionally, 

two numerical metrics were employed: the Flesch Reading 

Ease Score (Flesch Score) [22] for readability assessment, 

and the BERTScore [23] for semantic similarity between the 

LLM output and reference text. The scores are designed to 

evaluate the following properties of texts:

 » Accuracy: How correct is the answer according to the given 

context? (0-100)

 » Readability: How easy is the text to read, i.e. how com-

plex are the sentences? (0-100)

 » Clarity: Which portion of the sentences in the answer 

refer directly to the question? (0-100)

 » FleschScore: The average sentence length (the number 

of words divided by the number of sentences) and the 

average number of syllables per word (the number of 

syllables divided by the number of words). (0-100)

 » BERTScore: Leverages the contextual embeddings from 

models like BERT (Bidirectional Encoder Representa-

tions from Transformers) to perform a nuanced and 

semantic evaluation. (0.0-1.0)

This methodology and metrics provide a comprehensive 

framework for evaluating the applicability of LLMs in a 

multi   lingual retrieval setting, with a particular focus on 

enhancing accessibility and accuracy of information retrieval 

in the German language.

3.3 Results

As mentioned, each model was rated based on accuracy, 

readability, and clarity with scores ranging from 0 to 100, 

where a higher score indicated a better performance in the 

respective category.

Figure 3 shows the results of the human-rated evaluation of 

the four di�erent LLMs. In general, the Sauerkraut and the 

Leo model performed similar across all three scores, indi-

cating a small di�erence between their performance. During 

evaluation, it was observed that the Sauerkraut model an-

swered more direct and using less words, making it a suited 

model for tasks were precise and short answers are desired.

DRXD1000/Phoenix-GPTQ achieved the highest accuracy 

score, indicating that it provided the most precise informa-

tion in relation to the questions asked based on the retrieved 

context. However, the di�erence in accuracy score between 

this model and Sauerkraut and Leo was minimal. 

According to the evaluation, the Llama 2 model performed 

worse on all three scores. This was due to unexpected be-

havior of the model during question answering, which re-

sulted in significant challenges in avoiding repetition and 

delivering sensible information.

Overall, Phoenix, Sauerkraut and Leo performed good by 

giving mostly clear and simple answers. For example, in Figure 4 

is shown one answer each of the Phoenix model and of the 

Llama 2 model, respectively. The answers were generated 

on the same question, having access to the same context 

information from the retrieval system. Despite having the 

same information, the answer of the Llama 2 model lacks 

important detail in answering the question. The Phoenix 

model, on the other hand, provides an answer which agrees 

with the provided context. Thus, the model hands the user 

all necessary information for answering the question ac-

curately.

Figure 3: Comparison of the human-rated (HR) metrics of the four tested 

open-source German LLMs.

Figure 4: Comparison between answers of the Phoenix model (top “Antwort”) 

and the Llama 2 model (bottom “Antwort”) to the same question. 
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However, the models’ accuracy was only moderate according 

to the given context. The lower accuracy is most likely due to 

the retrieval system, as it occasionally returned smaller text 

chunks with limited context. Two di�erent extreme cases of 

a retrieval output during inference with the RAG system are 

shown in Figure 5. The first question, which is the same as in 

the examples of Figure 4, leads to a list of relevant chunks. 

With these chunks, the model has a chance to answer the 

query correctly. However, in the second case, the retrieval 

did not provide any meaningful context chunks, making it 

impossible for the model to answer the query. Thus, the 

whole system is not able to provide any useful answers 

when giving irrelevant context information, rendering the 

similarity search as a bottle neck in the given architecture. 

Hence, the accuracy of the answers directly correlates with 

the accuracy of the chunk retrieval. A robust retrieval system 

is essential for a robust question answering pipeline. Similar 

observations were addressed by Bornea et al. [13].

Hence, the performance of the retrieval from the vector 

database via similarity search is essential for the overall per-

formance of a RAG pipeline. 

To improve the retrieval, three potential modifications are 

proposed: 

1. Using a di�erent embeddings model, which is fine- tuned 

solely on German. The currently used embeddings mo-

del is a multi-language model and might perform worse 

than other embedding models which are only trained 

on the German language. This could lead to a better 

mapping of the query vectors with the relevant content 

in the vector database, which ultimately would lead to 

better context retrieval for the LLM.

2. Using a di�erent vector database with a di�erent simi-

larity search algorithm. In this study, FAISS was used as 

a vector database, but other databases, such as Chroma 

or Pinecone, might work better in terms of performing 

similarity searches. They di�er in storing and querying 

speed and can also provide di�erent similarity search 

techniques.

3. Using a di�erent chunking technique before storing the 

text into the vector database. This might be the most 

promising next step in improving the pipeline. Retrie-

ved chunks were sometimes without any clear context, 

rende ring them useless, when providing them to the 

LLM. Here, semantic chunking or chunking-by-title from 

Unstructured.io promises better results already. The in-

vestigation of the impact of the chunking techniques will 

be the next step in this project.  

As shown in Figure 6, the evaluation demonstrates a moderate 

correlation between the BERTScore and the human-rated 

readability and clarity, with a correlation coe�icient ranging 

from 0.49 to 0.54. The moderate correlation coe�icient in-

dicates that the BERTScore is a decent alternative for the 

evaluation of the LLMs when data, time and workforce 

for the evaluation is limited. In contrast, the Flesch score 

showed no correlation at all. Nevertheless, it can still be a 

valuable insight when the complexity and sentence struc-

ture of an LLM output are of particular importance.

4. Conclusion & Future Work
In recent months, LLMs and systems like RAG have been 

undergoing constant evolution and improvement. They 

have become more domain-specific and more versatile in 

terms of development. Also, the libraries of open-source 

pre-trained models are expanding daily, with more models 

tailored to specific language and tasks. Thus, building a RAG 

system based on a pre-trained model can be an attractive 

and cheap alternative for companies, which want to develop 

ChatGPT-like assistants despite limited computational power 

and limited training data. 

Even relatively small German models (up to 13 billion para-

meters) already provide decent capabilities in text generation, 

Figure 5: (Top) Bad retrieval case. The similarity search performed poorly on 

the given query. (Bottom) Good retrieval case. The similarity search made a 

good matching of query and context.

Figure 6: Correlation matrix of all used scores, including precision, recall 

and f1 of the BERTScore.
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making it possible to chat with them without noticing larger 

inconsistencies or hallucinations in their answers. However, 

as shown in this study, correct retrieval in a RAG system can 

still be challenging in real-world scenarios, especially with 

the expansion of the underlying data basis, e.g. the number 

of documents.

In a RAG system, there are numerous parameters that can 

be altered to enhance the performance of the pipeline. A 

lot of studies concentrate on fine-tuning or the selection 

of the optimal LLM, which, in the case of fine-tuning, can 

be exceedingly costly. The choice of the embedding mod-

el and the retrieval algorithm and vector database is at 

least as crucial and changing or improving them provides 

a cost-e�ective alternative to fine-tuning. Also, the docu-

ment pre-processing, such as text transformation and 

chunking, has a tremendous impact on the overall perfor-

mance of a RAG pipeline and should not be neglected.

In future works, we will examine these various properties in 

depth, with a particular focus on the retrieval system. Our 

findings indicate that the retrieval system may be a current 

bottleneck, given that the LLMs themselves perform well in 

text generation. 
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